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Figure 1: There are currently three main types of VR gaming possible. A. All players have VR and are co-located. B. Players are
remote and use VR to play together. C. Players might or not have VR to play together in a much more multi-device and hybrid
approach. Note: images are partially generated with AI prompting.

ABSTRACT
Multiuser, multi-device environments in extended realities (XR)
enable synchronous social interactions. With the freedom and flex-
ibility to choose the most suitable device, we allow for inclusive
environments where even spectators can be involved. However, ex-
isting research has mostly been conducted in controlled laboratory
settings, which limits the applicability of the findings to naturalistic
scenarios. We conducted a mixed methods study with social XR
experts to explore situated and asymmetrical modalities in the con-
text of XR gaming for enabling social interactions in naturalistic
social settings, focusing on two games. We considered variations
in available devices, spatial constraints, and users’ motivations
and expertise. Our research suggests that asymmetrical interfaces
may reduce barriers to entry for XR, support social connection,
and promote cross-platform communication and collaboration. To-
gether, our findings provoke critical discussions for future work
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on the effective deployment of asymmetrical interfaces in natural-
istic scenarios and address potential technical, spatial, and social
challenges.

CCS CONCEPTS
• Human-centered computing→ Virtual reality; Collabora-
tive interaction;Mixed / augmented reality; Empirical studies
in collaborative and social computing; • General and refer-
ence → Empirical studies.
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1 INTRODUCTION
Asymmetrical cross-reality interfaces involve multiple users shar-
ing a synchronous experience (e.g., gaming, collaborative work,
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meeting) in the same virtual environment using different modal-
ities [12, 24, 49]. Users can be co-located or physically separated
[55], and may each be using a different device, each positioned on
a different point in the reality-virtuality continuum [41], to engage
in some form of interaction with other users, agents, and objects.
The limited, albeit rapidly growing, body of literature [4] notes that
the asymmetry introduces flexibility and user agency in how expe-
riences are shared [26]. It also provides an inclusive environment
wherein even bystanders can be involved in the shared experience
[25]. Asymmetrical interfaces reflect the evolution of user experi-
ences in extended realities (XR) that have traditionally focused on
single-user applications to multi-user, multi-device environments
that allow users to engage in synchronous, social interactions with
the agency to select the device that they feel most comfortable
using or best meets their interaction goal.

Extant literature has largely investigated this work both for-
mally and informally in a controlled laboratory setting, limiting the
generalizability of applying prior findings to the design and imple-
mentation of asymmetrical interface products. The current study
is a preliminary foray into observing the implementation of two
asymmetrical interface games in a naturalistic social setting. The
current mixed-methods case study sheds insights into the ecologi-
cal validity of asymmetrical interface deployment in an everyday
setting where variances in available devices, problems of space and
place, and user motivations and expertise are introduced. We hope
that the research questions and preliminary findings introduced in
this "prequel" serve as the impetus to critical conversations on how
asymmetrical interfaces can be effectively deployed in the field and
preemptively consider how the technical, spatial, and social barri-
ers may be overcome. Therefore, we pose the following research
questions:

RQ1: What do player experiences look like for asymmetrical
cross-reality VR games in a real-world social setting with multiple
co-located players?

RQ2:What are key design elements in asymmetrical cross-reality
VR games that (a) promote enjoyable play experiences for all players,
and (b) hinder enjoyment during gameplay?

2 RELATEDWORK: ASYMMETRY IN VR
EXPERIENCES

With the rapid advancement in immersive technologies, the imple-
mentation of virtual worlds is expanding into a continuum [51],
evolving from the clear boundaries of VR and AR that scholars have
worked within for many years. The multitude of devices on the
spectrum being used to access these virtual worlds creates inherent
asymmetries. Asymmetry, characterized by discrepancies in capabil-
ities or interfaces among players [27], can manifest in several ways
in multi-player experiences. Ouverson and Gilbert [43] define five
dimensions of asymmetry: spatial co-presence, transportation, in-
formational richness, team interdependence, and balance of power.
Such asymmetry can be leveraged for strategic and biometric inter-
dependence, greatly enhancing engagement even when some play-
ers lack access to head-mounted displays (HMDs) [24, 33, 35, 49].
While asymmetry is an inherent part of several VR games (see Fig-
ure 2 for examples), it has been largely understudied in research

(e.g., only 25 such papers were identified in [49], a review of ex-
tant literature until 2021). Research that does study the effects of
asymmetry tends to be conducted in controlled lab environments.
Broadly, we are interested in exploring how asymmetrical VR play
experiences could be leveraged to improve group social dynamics
in a real-world setting. Here, we introduce some background on
hybrid multi-device asymmetrical systems, a specific understud-
ied aspect of asymmetry (user scale), and how previous work has
leveraged asymmetry to include spectators.

2.1 Hybrid Multi-device Asymmetrical Systems
With an increasing number of devices in an average user’s tech
ecosystem, researchers are exploring ways of bridging interactions
between devices (e.g., [45]). At the same time, users are learning
to interact and collaborate synchronously across different forms of
extended realities and interfaces (e.g., VR and AR; VR and desktop).
This hybrid form of multi-device collaboration is anticipated to
gain popularity as everyday consumers attempt to integrate immer-
sive technologies into their life and work routines. Academically,
concurrent users playing synchronously, with each user entering
the same VR space with different devices, introduces questions of
asymmetrical or cross-reality interfaces (c.f. [3, 49]). Researchers
have explored such device asymmetries between a VR player and
desktop [35], tablets [9], and robots [8]. These questions are in-
teresting because each user brings with them a different set of
media affordances [18], [2], wherein users strategically leverage
the unique features of media platforms that allow a certain range
of actions.

For example, HMD users with hand controllers will be able to use
each of their hands freely to pick up and grab objects whereas tablet
users may not have the same capability. On the other hand, tablet
users may easily be able to get a birds-eye perspective of the world
map whereas HMD users can only look around the world through
their stereoscopic lenses [9]. Earlier work has found that the ac-
tion possibilities, combined with the way users decide to leverage
these features, can largely determine user experience outcomes
[30], requiring more intensive communication and coordination
when users are on different devices [35]. The emerging body of
literature seems to generally point to positive user responses from
this hybrid, multi-device form of gameplay [35, 49]; however, socio-
technical hurdles introduced as users attempt to coordinate across
the varied media affordances of asymmetrical interfaces are bound
to cause friction, particularly in naturalistic settings without tight
experimenter control.

2.2 Asymmetry of Scale and Embodiment
Illusion

Scale is a particularly interesting element in the Player Experience
in asymmetrical device systems which has been particularly under-
studied. Virtual worlds are often populated by users manifesting as
avatars [22, 23, 46, 47]. A differentiating factor for avatar embodi-
ment in VR as compared to non-immersive media is the first-person
perspective [36], which makes studying scale-related asymmetry
particularly interesting when one of the players is using immer-
sive VR. Some of the documented effects of embodiment include
enhanced sensory experiences such as haptics [20]; cognition can
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also be enhanced when using an avatar [44, 54]; the self-avatar
follower effect [21], by which the avatar movements can influence
the participants; or the Proteus effect [61]

This type of plasticity allows easy modifications to the body
schema and body ownership, first demonstrated by the rubber hand
illusion [10]. This effect was then reproduced in large mannequins
[16, 39] and it has since been found quite easy to substitute a real
body with a virtual one [50, 53]. The plasticity of the illusion is very
large—as such, embodiment works even if the avatar has altered
sizes of body parts (e.g., creating large belly illusion [42], long
arms [37], Pinocchio illusions [6], Barbies or giant dolls [59]). Giant
avatars have an additional impact on aspects such as locomotion
[15], simplifying a traditionally complex problem of having to move
around a very large virtual environment while constrained in a
small physical space [1]. While other ways to speed in large spaces
might producemotion sickness, as shown in [1], being a giant allows
users to reach much further while maintaining 1 to 1 motions.

It is not surprising, then, that several multiplayer games use giant
avatars for VR players (see Figure 2). The giants in these games are
often stationary or have minimal mobility requirements, reducing
issues stemming from locomotion. The immersion through a VR
HMD enables a powerful embodiment illusion that increases the
presence plausibility of the experience [52]. At the same time, the
players using the other device modality typically control a smaller-
scale avatar with high mobility. This is true for both the games we
studied in this paper: DAVIGO 1(desktop users control avatars who
can move quickly and attack the VR giant) and Acron 2 (mobile
phone users control small squirrels to steal acorns from a giant oak
tree embodied by the VR user).

We chose these games due to access, and since both of these
games manifest asymmetry along most of the dimensions defined
in [43] (spatial co-presence: in Acron, the squirrels share a playing
field while the giant tree is alone; transportation: the VR player
in both games had minimal mobility whereas non-VR had more
movement agency; informational richness: information exposed to
players was dependent on their roles; team interdependence: both
games had an adversarial VR vs. non-VRmechanic, with each group
bringing their own goals; and balance of power : the VR giant had
abilities like picking up and throwing the non-VR users, while
non-VR players could use powerups in both games).

2.3 Including Spectators in VR Experiences
Large screens have often engaged otherwise passive spectators
in-game experiences (e.g., [31, 48]). When one of the participants
in the experience is in VR, it allows us to further blend the reality
between player and spectator, particularly when they are co-located
in the same physical space. One approach involves instrumenting
rooms with projectors and depth cameras, to expand the basic
capabilities of rooms, creating experiences like IllumiRoom [34],
or RoomAlive [60]. This allows for greater spectator experiences
as well as more awareness of the player’s immediate space. This
same technology can blend the VR world for the user. For example,
in remixing reality, the physical space can be used to improve the
experience of the VR player [29, 40], and to reproject the view
1DAVIGO on Steam: https://store.steampowered.com/app/1116540/DAVIGO_VR_vs_
PC/
2Acron on Steam: https://store.steampowered.com/app/1094870/Acron_Attack_of_
the_Squirrels/

of the VR headset to the spectators who don’t have HMDs (e.g.,
MeetAlive [19]). In RealityCheck [29] users can also transition in
and out VR seamlessly thanks to the physical augmentation of the
virtual worlds. Blending the physical space into an HMD-wearer’s
reality comes naturally with Mixed Reality (MR) headsets. This
was used in Astaire [62]—a collocated two-person play experience
where one person is ‘in headset’ with one controller, and the other
person wears the other controller and they do a “partner dance”,
making spectators an active part of the experience.

3 METHODS AND MATERIALS
We conducted an informal user evaluation and compared the VR
user to the PC/Phone users and Spectators, as well as compared the
use of a projector (PC) to no projector (Phone). We used DAVIGO
and Acron on two different days. Both games are similar in that
the PC/Phone players join efforts to attack the VR Player, who is a
giant (Figure 2). We use the term “co-located” because all players
observed in the study playing the same game were physically in the
same room. During gameplay, there were interactions and verbal
communications with the other co-located players that may or may
not be related to the game. While both games make use of VR
headsets, we use the term “XR” as a general term that incorporates
the spectrum of experiences across the reality-virtuality continuum.
In both games, VR is one endpoint, while the other is either a PC or
phone. In our case, the PC was not isolated because of spectators
and the gameplay was broadcast over a projector. Also, there was
substantial interaction between phone users in terms of strategizing.
Therefore, both games argue for the usage of the term XR as well
as the value of discussing co-location.

3.1 Study Design
We employed a mixed-methods case study approach to investigate
situated and asymmetrical modalities in the context of XR gaming
for enabling social interactions. Our embedded design involved ob-
servations and a post-experience questionnaire using standardized
metrics (see below). Qualitative data were thematically analyzed
and quantitative data were analyzed using descriptive tests. Inte-
gration of findings was achieved through triangulation to allow
for a comprehensive interpretation of the ecological validity of
asymmetrical interface deployment in an everyday setting.

3.2 Metrics
We collected data on participants’ self-reported user experience, em-
bodiment [17], enjoyment (adopted from [7, 11, 38]), task difficulty
[28], social presence [14], and mediated social communication[58]
using a questionnaire based on existing, validated metrics. We used
existing questionnaires to inform our survey since validated ques-
tionnaires that capture all of our constructs of interest without
putting significant time demands on participants do not yet exist.
Readers should note that we did not score our survey as the original
assessments; therefore, comparisons should be made cautiously. We
compared different modalities of XR gaming interactions in asym-
metrical settings. Additionally, we considered participant demo-
graphics such as age, gender, prior gaming experience, and gamer
type (based on [5]) to explore potential individual differences. User
experience was captured through several aspects of user preference

https://store.steampowered.com/app/1116540/DAVIGO_VR_vs_PC/
https://store.steampowered.com/app/1116540/DAVIGO_VR_vs_PC/
https://store.steampowered.com/app/1094870/Acron_Attack_of_the_Squirrels/
https://store.steampowered.com/app/1094870/Acron_Attack_of_the_Squirrels/
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Figure 2: A selection of games that use giant avatars, including Acron and DAVIGO (highlighted), which we chose to use for our
study.

and engagement with the XR experience.We evaluated gaming pref-
erences using open-ended questions about which role they liked the
best, what they thought was key in making this gaming experience
inviting, and if they liked having the projector. User engagement
was operationalized through observable behaviours such as time
played, collaborative interactions and voluntary participation. Par-
ticipants rated their XR gaming experience using a 5pt-Likert scale
from “I do not agree at all” to “I fully agree.” For a breakdown of all
questions, please see Appendix A. The quantitative measures were
intended to be descriptive for this case study; inferential statistical
tests were not conducted due to the small sample size.

3.3 Apparatus
DAVIGO took place in a multi-purpose room designed for social
gatherings, roughly a 6m by 4m room with columns down the
middle with two long tables on either side. The VR players used the
Meta Quest 2 standalone head-mounted display with Meta Quest 2
Touch controllers. The PC players used an ASUS ROG Zephyrus
G15 laptop with a 15.6-inch display, Ryzen 9 5900HS CPU, GeForce
RTX 3050Ti GPU, and a wired three-button mouse. The spectators
who were not playing on devices could also watch the gameplay
through a laptop connected to a projector that displayed a (roughly)
1.5m picture on one of the room’s walls.

Acron took place in a separate games room, roughly a 15m by
6m space with benches on either side. We used the Meta Quest 3
standalone head-mounted display with the Meta Quest Touch Plus
controllers for the VR user. Each person used their mobile phone
to play the Phone side of the game. There was no projector set up
in this room.

3.4 Participants
We used convenience sampling to recruit participants during an
international seminar on Social XR: The Future of Communication

and Collaboration. This seminar gathered junior and senior aca-
demics and practitioners from different disciplines to address open
challenges of immersive interaction including the ethical, legal and
societal aspects of possible futures. Participation was voluntary and
no monetary compensation was given. Observing the seminar at-
tendees provided an opportunity to focus on the gameplay without
losing traction on initial technical difficulties typically experienced
by novice players who have never encountered asymmetrical cross-
reality interface situations. 14 participants were present for the
social XR games, and 9 of those completed our survey (5 women
and 4 men). Ages ranged from 20-29 (N=2), 30-39 (N=6), and 40-49
(N=1) years. Three participants self-identified as non-gamers, four
as casual gamers, one as a core gamer, and one as a hardcore gamer.
Self-identified gamer types were explorer (N=4), socializer (N=3),
achiever (N=1), and killer (N=1) [5].

3.5 Procedure
We invited all seminar attendees to play DAVIGO while socializing
in the multi-purpose room. Participants could choose from VR, PC,
or spectator roles; and some people played multiple roles in dif-
ferent game sessions throughout the evening. Although this game
allowed for up to four PC players, we only played with one PC
player for simplicity. The starting players individually completed
the in-game tutorial before competing against each other, while
spectators watched how to play on the projector. After that, the
reining players passed on control mappings to subsequent players.
The average playtime per person was about 10 minutes and the
game was available to play for about 1.5 hours. The next evening,
all researchers were invited to play Acron in the games room. Re-
searchers could choose from VR, Phone, or Spectator roles. Acron
allowed up to eight Phone players, and we played with 4-6 Phone
players for each round. There were no tutorials in this game; instead,
players jumped right into taking turns playing the VR character. We

https://www.dagstuhl.de/en/seminars/seminar-calendar/seminar-details/23482
https://www.dagstuhl.de/en/seminars/seminar-calendar/seminar-details/23482
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played similar average match time and total game time compared
to DAVIGO. For both games, we took videos, photos, and obser-
vation notes. One week after the seminar, we sent out an online
questionnaire that invited researchers at the seminar who were
present for one or both of the game nights to complete.

4 RESULTS
Of the nine participants who completed our survey, some played
only DAVIGO (N=2; both PC) or only Acron (N=2; one Phone-only
and one both Phone and VR), while others played both DAVIGO
and Acron (N=3; one played it all and two played all but PC Knight)
or only watched others play games (N=2). The results of the post-
test questionnaire and the descriptive statistics for VR players are
summarized in the appendix Table 1 and Figure 3.

We identified three themes: inclusive gameplay–importance of
the spectator role, cross-reality media affordances, and the power
and limitations of co-located asymmetric social play.

4.1 Inclusive Game Play–Importance of the
Spectator Role

Addressing RQ1, we found that asymmetrical cross-reality inter-
faces levelled the playing field for gamers at different levels of ex-
perience and gaming styles to enjoy the game together. On average,
PC/Phone participants liked playing against a VR player (M=4.14,
SD=0.69) [Q44] and did not prefer to play only against others using
the same modality (PC/Phone) (M=1.14, SD=0.38) [Q45].

If someone did not want to play actively as a character in the
game for various reasons–“engaged in discussions”, “I had to work”,
“I don’t like playing games. I was worried I wouldn’t get the hang
of it fast”–they could remain involved as a spectator through pro-
jection monitors. One participant said the lack of projection during
Acron made them feel like they “could not take part in the story
that took place, which made me feel like an outsider”, whereas with
the projection of DAVIGO, spectators could watch what the VR
player was doing and found it “fascinating.”

Remaining engaged as a spectator kept options open as the
spectator’s situation continued to shift. One participant said “I had
to work... but I was super glad to be able to see the rest enjoy, and
I watch quite often the projection.” Some participants may have
opted to remain a spectator due to a lack of confidence; however, we
observed that others gradually built self-efficacy as they watched
the game on the projection screen and eventually opted in to play
more actively. While on PC/Phone, players found it relatively easy
to communicate with the VR player (M=3.33, SD=1.37) [Q46] and
afterward wanted to try the VR mode (M=3.71, SD=1.50) [Q47]. For
spectators, if they had to play, they would have played VR giant
(N=2) or the Phone squirrel (N=1), but not the PC knight.

Spectators have been considered in other video game modalities
[32], but there has not yet been an in situ study of social settings
where there are more people than there are XR devices in a game-
play scenario. Gaming in a casual social space with a projection
system casting the XR content in our pilot study allowed spectators
to focus on socializing or working while still being “able to see
casually what they were doing.” Our findings provide preliminary
support for game design that takes the role of the spectator into
account, in considering the overall social experience of XR play
when players are co-located.

4.2 Cross-Reality Media Affordances
Our findings suggest that cross-reality media experiences in social
settings are most enjoyable when the unique affordances of each
medium are leveraged in the design of the game. Specifically, play-
ing in the same room, having multiplayer capability, and having
different options to play (VR and PC/Phone) made the game more
enjoyable for the majority of participants (N=6, 66.7%). Additionally,
for some participants, having the projection for DAVIGO was key
(N=4, 44.4%) as well as playing with people you know (N=3, 33.3%).
One participant liked playing as the squirrel in Acron because you
are “part of a team.”

Interestingly, most of the cross-reality games we surveyed and
the two games that we observed in the current study opted to
integrate a single VR user as a giant character (in size and role),
relative to multiple PC and Phone users joining the same game
(as an attacking knight or squirrel). One participant thought that
“having the god-like view on the small knights was fascinating.”
The VR giant approach effectively addresses two conundrums of
media asymmetry in these games. First, even with a clear boundary
established, it may be difficult or dangerous for a sole VR player to
be moving among a group of stationary PC or Phone players. We
observed DAVIGO VR players running up against physical walls
in the tight space. Second, employing a giant character is one way
of alerting other users in the game that the user is on a different
device (i.e., VR).

If both VR and PC/Phone users had to play the same game char-
acter, the asymmetry between media features may have caused a
discordant play experience–for example, natural mapping in VR
may allow for more accurate object throwing compared to the point
and click of the mouse or tapping on the phone screen. Although it
may seem counter-intuitive, intentionally designing game features
to highlight these asymmetries and have users play different roles
in the game if they are on different devices seemed to encourage
users to accept the asymmetries as a natural part of the game. This,
in turn, contributed to an enjoyable experience for everyone in-
volved. This may be why the participants, even after playing with
different devices for the same game, did not seem to display a clear
preference. For example, one participant said “I preferred to play
the role that was losing since it created a new challenge of being
the one that was able to win.” Another participant echoed these
words, saying “there are clear pros and cons for both types of play
(VR vs. non-VR) and I like each type for its own worth.”

4.3 The Power and Limitations of VR for
Co-located Asymmetric Social Play

Addressing RQ2, our findings suggested that challenges came with
supporting asymmetric co-located play. Using multiple devices
brought technical challenges related to interoperability–for exam-
ple, getting the projector to work with the laptop that is driving the
shared view of the game. Participants reported that “DAVIGO was
more fun”, but preferred Acron for its easier setup and accessibility
for “more non-VR players via smartphones not via PC.”

Bringing fully headset-immersed VR players into the mix intro-
duced important spatial challenges–our play sessions included the
practicalities of dodging pillars in the room. VR also increased phys-
ical effort for players who opted for this modality. One participant
noted that “you are physically there and performing a theatre. That
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is uncomfortable for some and also takes a lot of physical effort
even if you are fine with that.”

The asymmetrical approach to co-located gaming with VR pro-
moted enjoyable experiences for both players and spectators by
demonstrating to PC/Phone players and spectators the usually ob-
scured reality of the VR player. For some, watching others play in
VR helped them to see what to do and prompted their curiosity to
try VR for themselves. One participant commented that the pro-
jection was “a good way of showing that a game was going on in
a dark room meant for another activity.” However, one limitation
we observed was that the VR player was blind to the presence of
other players and spectators in the co-located space. One spectator
reflected that “playing social VR games is still difficult due to the
unknown social dynamics and everyone gets very vulnerable being
the immersed person. It removes the anonymity (even if you know
who is behind the nickname) of playing digital games together.”
Findings suggested that although the VR character was one of the
most enjoyable experiences in the cross-reality game with high
presence perceived while embodying a giant, in a co-located sit-
uation, it also induced some anxiety and feelings of vulnerability.
Given the conflicting views of this role, we suspect that limiting
the number of concurrent VR players in the same game is likely to
be more conducive to an enjoyable gaming experience.

5 DISCUSSION AND CONCLUSIONS
As XR devices and platforms continue to evolve and diversify, user
experiences and preferences regarding asymmetrical cross-reality
interfaces become more crucial to understand, toward designing
and supporting rich entertainment experiences that take legacy
devices into account. The current field study with attendees of an
international seminar on social XR yielded some critical insights
concerning the strengths, weaknesses, and future opportunities for
asymmetrical cross-reality gaming in the field.

Our results extend existingwork that uses different combinations
of infrastructure to enable multiple players, spectators and multi-
device play in the same space [19, 29, 40, 57] by using a simple setup
of a standalone VR headset together with a laptop PC connected
to a projector (DAVIGO) or smart Phone (Acron). In doing so, we
observed that participants selected the most suitable device and
modality based on their gamer style and type, which is consistent
with this emerging body of research [3, 35, 49, 56]. In our case study,
participants reported high levels of embodiment and presence as
the VR giant. We speculate that the plasticity of body schema and
body ownership [50, 53] allowed users to quickly adjust to the
giant’s slow, cumbersomemovements, suitable for social, co-located
gameplay in a constrained space [1, 20, 52].

Players enjoyed the flexibility of moving between spectating
and active participation, as well as the diverse play opportunities
that the asymmetric controls provided. Despite the headwinds of
added complexity involved in setup, playing these games was seen
as worthwhile and enjoyable.

Overall, this in situ "prequel" study helps to clarify player expe-
rience preferences and key design elements in asymmetrical cross-
reality VR games in the field. In a world in which not everyone
will have or want a VR headset, game developers can benefit from
a stronger understanding of supporting flexible play modalities,

including considerations of spectator appeal. Future work could
include expanding to include additional combinations of devices,
studying different sub-genres of asymmetric VR games [13], look-
ing into remote use, and examining different demographics, for
example, intergenerational play scenarios and the consideration of
accessibility across XR users with disabilities.

ACKNOWLEDGMENTS
We conceptualized the paper and ran the case study on the social
evenings during the Dagstuhl seminar 23482 on Social XR: The
Future of Communication and Collaboration (Nov 26 – Dec 01,
2023). Some participants of those evenings later agreed to contribute
to the data sampling of this paper.

REFERENCES
[1] Parastoo Abtahi, Mar Gonzalez-Franco, Eyal Ofek, and Anthony Steed. 2019. I’m

a giant: Walking in large virtual environments at high speed gains. In Proceedings
of the 2019 CHI Conference on Human Factors in Computing Systems. 1–13.

[2] Sun Joo Grace Ahn, Allison Eden, Joomi Lee, Andrea S Won, and Angel HC
Hwang. in press. Conferencing together in social VR: Bringing agency back into
affordances-based approaches in communication scholarship. The Information
Society (in press).

[3] Sun Joo Grace Ahn, Laura Levy, Allison Eden, Andrea S Won, Blair MacIntyre,
and Kyle Johnsen. 2021. IEEEVR2020: Exploring the first steps toward standalone
virtual conferences. Frontiers in Virtual Reality 2 (2021). https://doi.org/10.3389/
frvir.2021.648575

[4] Jonas Auda, Uwe Gruenefeld, Sarah Faltaous, Sven Mayer, and Stefan Schneegass.
2023. A Scoping Survey on Cross-Reality Systems. Comput. Surveys 56, 4 (2023),
1–38.

[5] Richard Bartle. 1996. Hearts, clubs, diamonds, spades: Players who suit MUDs.
Journal of MUD research 1, 1 (1996), 19.

[6] Christopher C Berger, Baihan Lin, Bigna Lenggenhager, Jaron Lanier, and Mar
Gonzalez-Franco. 2022. Follow Your Nose: Extended Arm Reach After Pinocchio
Illusion in Virtual Reality. Frontiers in Virtual Reality 3 (2022), 712375.

[7] Anol Bhattacherjee. 2001. Understanding information systems continuance: An
expectation-confirmation model. MIS quarterly (2001), 351–370.

[8] Elin A. Björling, Ada Kim, Katelynn Oleson, and Patrícia Alves-Oliveira. 2022.
I Am the Robot: Teen Collaboration in an Asymmetric, Virtual Reality Game.
Frontiers in Virtual Reality 2 (jan 2022), 746521. https://doi.org/10.3389/FRVIR.
2021.746521/BIBTEX

[9] Christophe Bortolaso, Jérémy Bourdiol, and T. C.Nicholas Graham. 2019. Enhanc-
ing Communication and Awareness in Asymmetric Games. Lecture Notes in Com-
puter Science (including subseries Lecture Notes in Artificial Intelligence and Lecture
Notes in Bioinformatics) 11863 LNCS (2019), 250–262. https://doi.org/10.1007/978-
3-030-34644-7_20/FIGURES/6

[10] Matthew Botvinick and Jonathan Cohen. 1998. Rubber hands ‘feel’touch that
eyes see. Nature 391, 6669 (1998), 756–756.

[11] Tommy Chan, Christy MK Cheung, and Zach WY Lee. 2014. Investigating the
continuance intention to play massively multi-player online games. International
Journal of Business and Information 9, 2 (2014), 160–186.

[12] Yunsik Cho, Jiewon Kang, Jaekyung Jeon, Jongchan Park, Mingyu Kim, and Jinmo
Kim. 2021. X-person asymmetric interaction in virtual and augmented realities.
Computer Animation and Virtual Worlds 32, 5 (2021), e1985.

[13] Miah Dawes, Katherine Rackliffe, Amanda Lee Hughes, and Derek L Hansen.
2024. Asymmetric VR Game Subgenres: Implications for Analysis and Design.
Multimodal Technologies and Interaction 8, 2 (2024), 12.

[14] Yvonne AW De Kort, Wijnand A IJsselsteijn, and Karolien Poels. 2007. Digital
games as social presence technology: Development of the Social Presence in
Gaming Questionnaire (SPGQ). Proceedings of PRESENCE 195203 (2007), 1–9.

[15] Massimiliano Di Luca, Hasti Seifi, Simon Egan, and Mar Gonzalez-Franco. 2021.
Locomotion vault: the extra mile in analyzing vr locomotion techniques. In
Proceedings of the 2021 CHI conference on human factors in computing systems.
1–10.

[16] H Henrik Ehrsson. 2007. The experimental induction of out-of-body experiences.
Science 317, 5841 (2007), 1048–1048.

[17] James Coleman Eubanks, Alec G Moore, Paul A Fishwick, and Ryan P McMahan.
2021. A preliminary embodiment short questionnaire. Frontiers in Virtual Reality
2 (2021), 647896.

[18] Sandra K Evans, Katy E Pearce, Jessica Vitak, and Jeffrey W Treem. 2017. Ex-
plicating affordances: A conceptual framework for understanding affordances
in communication research. Journal of computer-mediated communication 22, 1
(2017), 35–52.

https://www.dagstuhl.de/23482
https://www.dagstuhl.de/23482
https://www.dagstuhl.de/23482
https://doi.org/10.3389/frvir.2021.648575
https://doi.org/10.3389/frvir.2021.648575
https://doi.org/10.3389/FRVIR.2021.746521/BIBTEX
https://doi.org/10.3389/FRVIR.2021.746521/BIBTEX
https://doi.org/10.1007/978-3-030-34644-7_20/FIGURES/6
https://doi.org/10.1007/978-3-030-34644-7_20/FIGURES/6


Asymmetrical Co-located XR Gameplay CHI EA ’24, May 11–16, 2024, Honolulu, HI, USA

[19] Andreas Rene Fender, Hrvoje Benko, and Andy Wilson. 2017. Meetalive: Room-
scale omni-directional display system for multi-user content and control sharing.
In Proceedings of the 2017 ACM international conference on interactive surfaces
and spaces. 106–115.

[20] Mar Gonzalez-Franco and Christopher C Berger. 2019. Avatar embodiment
enhances haptic confidence on the out-of-body touch illusion. IEEE transactions
on haptics 12, 3 (2019), 319–326.

[21] Mar Gonzalez-Franco, Brian Cohn, Eyal Ofek, Dalila Burin, and Antonella Maselli.
2020. The self-avatar follower effect in virtual reality. In 2020 IEEE Conference on
Virtual Reality and 3D User Interfaces (VR). IEEE, 18–25.

[22] Mar Gonzalez-Franco, Zelia Egan, Matthew Peachey, Angus Antley, Tanmay
Randhavane, Payod Panda, Yaying Zhang, Cheng Yao Wang, Derek F. Reilly,
Tabitha C Peck, Andrea Stevenson Won, Anthony Steed, and Eyal Ofek. 2020.
MoveBox: Democratizing MoCap for the Microsoft Rocketbox Avatar Library. In
2020 IEEE International Conference on Artificial Intelligence and Virtual Reality
(AIVR). IEEE, 91–98. https://doi.org/10.1109/AIVR50618.2020.00026

[23] Mar Gonzalez-Franco, Eyal Ofek, Ye Pan, Angus Antley, Anthony Steed, Bernhard
Spanlang, Antonella Maselli, Domna Banakou, Nuria Pelechano, Sergio Orts-
Escolano, et al. 2020. The rocketbox library and the utility of freely available
rigged avatars. Frontiers in virtual reality 1 (2020), 20.

[24] Jerônimo Gustavo Grandi, Henrique Galvan Debarba, and Anderson Maciel. 2019.
Characterizing asymmetric collaborative interactions in virtual and augmented
realities. In 2019 IEEE Conference on Virtual Reality and 3D User Interfaces (VR).
IEEE, 127–135.

[25] Jan Gugenheimer, Evgeny Stemasov, Julian Frommel, and Enrico Rukzio. 2017.
Sharevr: Enabling co-located experiences for virtual reality between hmd and
non-hmd users. In Proceedings of the 2017 CHI Conference on Human Factors in
Computing Systems. 4021–4033.

[26] Derek Haqq and D Scott McCrickard. 2020. Playing together while apart: Explor-
ing asymmetric and interdependent games for remote play. In Extended Abstracts
of the 2020 Annual Symposium on Computer-Human Interaction in Play. 253–256.

[27] John Harris and Mark Hancock. 2019. To asymmetry and beyond! Improving
social connectedness by increasing designed interdependence in cooperative
play. Conference on Human Factors in Computing Systems - Proceedings (may
2019), 12. https://doi.org/10.1145/3290605.3300239

[28] Sandra G Hart and Lowell E Staveland. 1988. Development of NASA-TLX (Task
Load Index): Results of empirical and theoretical research. In Advances in psy-
chology. Vol. 52. Elsevier, 139–183.

[29] Jeremy Hartmann, Christian Holz, Eyal Ofek, and Andrew D Wilson. 2019. Real-
itycheck: Blending virtual environments with situated physical reality. In Pro-
ceedings of the 2019 CHI Conference on Human Factors in Computing Systems.
1–12.

[30] Katherine Isbister, Elena Márquez Segura, and Edward F Melcer. 2018. Social af-
fordances at play: Game design toward socio-technical innovation. In Proceedings
of the 2018 CHI Conference on Human Factors in Computing Systems. 1–10.

[31] Katherine Isbister, Elena Márquez Segura, Suzanne Kirkpatrick, Xiaofeng Chen,
Syed Salahuddin, Gang Cao, and Raybit Tang. 2016. Yamove! A Movement
Synchrony Game That Choreographs Social Interaction. Human Technology 12,
1 (May 2016), 74–102. https://doi.org/10.17011/ht/urn.201605192621

[32] Katherine Isbister, Elena Márquez Segura, Suzanne Kirkpatrick, Xiaofeng Chen,
Syed Salahuddin, Gang Cao, and Raybit Tang. 2016. Yamove! A movement
synchrony game that choreographs social interaction. Human Technology 12
(2016). https://doi.org/10.17011/ht/urn.201605192621

[33] Kisung Jeong, Jinmo Kim, Mingyu Kim, Jiwon Lee, and Chanhun Kim. 2019.
Asymmetric Interface: User Interface of Asymmetric Virtual Reality for New
Presence and Experience. Symmetry 2020, Vol. 12, Page 53 12, 1 (dec 2019), 53.
https://doi.org/10.3390/SYM12010053

[34] Brett R Jones, Hrvoje Benko, Eyal Ofek, and Andrew DWilson. 2013. IllumiRoom:
peripheral projected illusions for interactive experiences. In Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems. 869–878.

[35] Sukran Karaosmanoglu, Enrico E Rukzio Frank Steinicke Lennart Nacke, Katja
Rogers, Dennis Wolf, Enrico Rukzio, and Frank Steinicke. 2021. Feels like team
spirit: Biometric and strategic interdependence in asymmetric multiplayer vr
games. Conference on Human Factors in Computing Systems - Proceedings (May
2021). https://doi.org/10.1145/3411764.3445492

[36] Konstantina Kilteni, Raphaela Groten, and Mel Slater. 2012. The sense of embod-
iment in virtual reality. Presence: Teleoperators and Virtual Environments 21, 4
(2012), 373–387.

[37] Konstantina Kilteni, Jean-Marie Normand, Maria V Sanchez-Vives, and Mel Slater.
2012. Extending body space in immersive virtual reality: a very long arm illusion.
PloS one 7, 7 (2012), e40867.

[38] Ming-Chi Lee. 2009. Understanding the behavioural intention to play online
games: An extension of the theory of planned behaviour. Online information
review 33, 5 (2009), 849–872.

[39] Bigna Lenggenhager, Tej Tadi, Thomas Metzinger, and Olaf Blanke. 2007. Video
ergo sum: manipulating bodily self-consciousness. Science 317, 5841 (2007),
1096–1099.

[40] David Lindlbauer and Andy D Wilson. 2018. Remixed reality: Manipulating
space and time in augmented reality. In Proceedings of the 2018 CHI Conference
on Human Factors in Computing Systems. 1–13.

[41] Paul Milgram and Fumio Kishino. 1994. A taxonomy of mixed reality visual
displays. IEICE TRANSACTIONS on Information and Systems 77, 12 (1994), 1321–
1329.

[42] Jean-Marie Normand, Elias Giannopoulos, Bernhard Spanlang, and Mel Slater.
2011. Multisensory stimulation can induce an illusion of larger belly size in
immersive virtual reality. PloS one 6, 1 (2011), e16128.

[43] Kaitlyn M Ouverson and Stephen B Gilbert. 2021. A Composite Framework of Co-
located Asymmetric Virtual Reality. Proceedings of the ACM on Human-Computer
Interaction 5, CSCW1 (2021). https://doi.org/10.1145/3449079

[44] Ye Pan and Anthony Steed. 2019. Avatar type affects performance of cognitive
tasks in virtual reality. In Proceedings of the 25th ACM symposium on virtual
reality software and technology. 1–4.

[45] Payod Panda, Molly Jane Nicholas, David Nguyen, Eyal Ofek, Michel Pahud,
Sean Rintel, Mar Gonzalez-Franco, Ken Hinckley, and Jaron Lanier. 2023. Beyond
Audio: Towards a Design Space of Headphones as a Site for Interaction and
Sensing. In DIS 2023 - Proceedings of the 2023 ACM Conference on Designing
Interactive Systems. Association for ComputingMachinery (ACM), 904–916. https:
//doi.org/10.1145/3563657.3596022

[46] Tabitha C Peck and Mar Gonzalez-Franco. 2021. Avatar embodiment. a standard-
ized questionnaire. Frontiers in Virtual Reality 1 (2021), 575943.

[47] Tabitha C Peck, Sofia Seinfeld, Salvatore M Aglioti, and Mel Slater. 2013. Putting
yourself in the skin of a black avatar reduces implicit racial bias. Consciousness
and cognition 22, 3 (2013), 779–787.

[48] Holly Robbins and Katherine Isbister. 2014. Pixel Motion: A surveillance camera-
enabled public digital game. In International Conference on Foundations of Digital
Games. https://api.semanticscholar.org/CorpusID:7744731%7D

[49] Katja Rogers, Sukran Karaosmanoglu, Dennis Wolf, Frank Steinicke, and
Lennart E. Nacke. 2021. A Best-Fit Framework and Systematic Review of Asym-
metric Gameplay inMultiplayer Virtual Reality Games. Frontiers in Virtual Reality
2 (jul 2021), 694660. https://doi.org/10.3389/FRVIR.2021.694660/BIBTEX

[50] Maria V Sanchez-Vives, Bernhard Spanlang, Antonio Frisoli, Massimo Bergam-
asco, and Mel Slater. 2010. Virtual hand illusion induced by visuomotor correla-
tions. PloS one 5, 4 (2010), e10381.

[51] Richard Skarbez, Missie Smith, and Mary C Whitton. 2021. Revisiting Milgram
and Kishino’s reality-virtuality continuum. Frontiers in Virtual Reality 2 (2021),
647997.

[52] Mel Slater. 2009. Place illusion and plausibility can lead to realistic behaviour in
immersive virtual environments. Philosophical Transactions of the Royal Society
B: Biological Sciences 364, 1535 (2009), 3549–3557.

[53] Mel Slater, Bernhard Spanlang, Maria V Sanchez-Vives, and Olaf Blanke. 2010.
First person experience of body transfer in virtual reality. PloS one 5, 5 (2010),
e10564.

[54] Anthony Steed, Ye Pan, Fiona Zisch, and William Steptoe. 2016. The impact of
a self-avatar on cognitive load in immersive virtual reality. In 2016 IEEE virtual
reality (VR). IEEE, 67–76.

[55] Philipp Sykownik, Katharina Emmerich, and Maic Masuch. 2020. Like in the
good old times, but virtual-a case for simulating co-located multiplayer games in
VR. In Extended Abstracts of the 2020 Annual Symposium on Computer-Human
Interaction in Play. 379–383.

[56] John C Tang, Kori Inkpen, Sasa Junuzovic, Keri Mallari, Andrew D Wilson,
Sean Rintel, Shiraz Cupala, Tony Carbary, Abigail Sellen, and William AS Buxton.
2023. Perspectives: Creating Inclusive and Equitable Hybrid Meeting Experiences.
Proceedings of the ACM on Human-Computer Interaction 7, CSCW2 (2023), 1–25.

[57] Balasaravanan Thoravi Kumaravel and Andrew D Wilson. 2022. DreamStream:
Immersive and Interactive Spectating in VR. In Proceedings of the 2022 CHI Con-
ference on Human Factors in Computing Systems. 1–17.

[58] Alexander Toet, TinaMioch, SimonNBGunkel, Omar Niamut, and Jan BF van Erp.
2022. Towards a multiscale QoE assessment of mediated social communication.
Quality and User Experience 7, 1 (2022), 4.

[59] Björn Van Der Hoort, Arvid Guterstam, and H Henrik Ehrsson. 2011. Being
Barbie: the size of one’s own body determines the perceived size of the world.
PloS one 6, 5 (2011), e20195.

[60] Andrew D Wilson and Hrvoje Benko. 2016. Projected augmented reality with
the RoomAlive toolkit. In Proceedings of the 2016 ACM International Conference
on Interactive Surfaces and Spaces. 517–520.

[61] Nick Yee and JeremyBailenson. 2007. The Proteus effect: The effect of transformed
self-representation on behavior. Human communication research 33, 3 (2007),
271–290.

[62] Zhuoming Zhou, ElenaMárquez Segura, JaredDuval, Michael John, and Katherine
Isbister. 2019. Astaire: A collaborative mixed reality dance game for collocated
players. In CHI PLAY 2019 - Proceedings of the Annual Symposium on Computer-
Human Interaction in Play. Association for Computing Machinery, Inc, 5–18.
https://doi.org/10.1145/3311350.3347152

https://doi.org/10.1109/AIVR50618.2020.00026
https://doi.org/10.1145/3290605.3300239
https://doi.org/10.17011/ht/urn.201605192621
https://doi.org/10.17011/ht/urn.201605192621
https://doi.org/10.3390/SYM12010053
https://doi.org/10.1145/3411764.3445492
https://doi.org/10.1145/3449079
https://doi.org/10.1145/3563657.3596022
https://doi.org/10.1145/3563657.3596022
https://api.semanticscholar.org/CorpusID:7744731%7D
https://doi.org/10.3389/FRVIR.2021.694660/BIBTEX
https://doi.org/10.1145/3311350.3347152


CHI EA ’24, May 11–16, 2024, Honolulu, HI, USA Kitson, et al.

A APPENDIX QUESTIONNAIRE
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Figure 3: Boxplot of all the questionnaire responses.

Table 1: Aggregated Post-Game Questionnaire Results for VR Players

Question Type Question # s Average SD
Embodiment 14-19 3.5 0.6
Enjoyment 19 4.8 N/A
Task Difficulty 20-23 3.7 0.5
Social Presence 24-34 3.4 1.0
Mediated Social Communication 35-43 3.0 0.6
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Table 2: Post-Game Questionnaire and Corresponding References

# Questions Ref.
Completed by All
Demographics N/A

Q1 Age Range
Q2 Gender
Q3 Gamer Type [5]
Q4 Gaming Style/Frequency

User Experience N/A
Q5 Did you play the VR games DAVIGO

and/or Acron?
Q6 If yes, in which role(s)?
Q7 If not, but you had to play, which option

would you have preferred playing?
Q8 If you played both games, which one

did you prefer and why?
Q9 If you played multiple roles, which one

did you prefer and why?
Q10 If you did not participate as the VR Gi-

ant, PC Knight, VR Tree, or Phone Squir-
rel, why is that?

Q11 What do you think was key in making
this gaming experience inviting?

Q12 What are your thoughts on having the
projection? Did you like it?Why or why
not?

Q13 For about how long did you play in each
role?
Completed only by VR Players
Embodiment [17]

Q14 Overall, I felt that the virtual body was
my own body.

Q15 It seemed as if I might have more than
one body.

Q16 I felt like my body was actually there in
the environment.

Q17 I felt like my bodily movements oc-
curred within the environment.

Q18 I felt like the environment affected my
body.
Enjoyment [7, 11, 38]

Q19 Playing DAVIGO/ACRON was enjoy-
able.
Task Difficulty [28]

Q20 The task was mentally demanding.
Q21 The task was physically demanding.
Q22 I was successful in accomplishing what

I was tasked to do.
Q23 I felt insecure at the task.

# Questions Ref.
Completed only by VR Players
Social Presence [14]

Q24 What the others did affected what I did.
Q25 The other players paid close attention to

me.
Q26 I paid close attention to the other play-

ers.
Q27 I paid close attention to the spectators.
Q28 I empathized with the other players.
Q29 I felt connected to the other players.
Q30 I felt connected to the spectators.
Q33 I tended to ignore the spectators
Q34 I felt revengeful of the other players

Preference/Enjoyment N/A
Q31 I found it enjoyable to be with the other

players.
Q32 I found it enjoyable to have spectators

Mediated Social Communication [58]
Q35 I communicated with the other players

during the game.
Q36 While communicating, my reasoning felt

normal.
Q37 While communicating, the reasoning of

the other person(s) felt normal.
Q40 I felt in direct contact with the real envi-

ronment.
Q41 The real and the virtual environment ap-

peared blend.
Q42 The virtual environment affected my

thoughts just as its real counterpart
would.

Q43 My interaction with the virtual environ-
ment felt realistic.
Completed only by PC/Phone Players
Preference/Enjoyment N/A

Q44 I liked playing against a VR giant.
Q45 I would have preferred to play only

against other using my same modality
(PC/Phone).

Q46 It was easy to communicate with the VR
giant.

Q47 Playing on this modality, made me want
to try the VR mode more.
Completed by All
Open Feedback N/A

Q48 Please use the space below to add any
additional comments or observations.
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